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Abstract

Semantic maps augment metric-topological maps with meta-information, i.e. semantic knowledge aimed at the planning and execution of high-level robotic tasks. Semantic knowledge typically encodes human-like concepts, like types of objects and rooms, which are connected to sensory data when symbolic representations of percepts from the robot workspace are grounded to those concepts. This symbol grounding is usually carried out by algorithms that individually categorize each symbol and provide a crisp outcome – a symbol is either a member of a category or not. Such approach is valid for a variety of tasks, but it fails at: (i) dealing with the uncertainty inherent to the grounding process, and (ii) jointly exploiting the contextual relations among concepts (e.g. microwaves are usually in kitchens). This work provides a solution for probabilistic symbol grounding that overcomes these limitations. Concretely, we rely on Conditional Random Fields (CRFs) to model and exploit contextual relations, and to provide measurements about the uncertainty coming from the possible groundings in the form of beliefs (e.g. an object can be categorized (grounded) as a microwave or as a nightstand with beliefs 0.6 and 0.4, respectively). Our solution is integrated into a novel semantic map representation called Multiversal Semantic Map (MvSmap), which keeps the different groundings, or universes, as instances of ontologies annotated with the obtained beliefs for their posterior exploitation. The suitability of our proposal has been proven with the Robot@Home dataset, a repository that contains challenging multi-modal sensory information gathered by a mobile robot in home environments.
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1. Introduction

A mobile robot intended to operate within human environments needs to create and maintain an internal representation of its workspace, commonly referred to as a map. Robotic systems rely on different types of maps depending on their goals. For example, metric maps are purely geometric representations that permit robot self-localization with respect to a given reference frame [1, 2]. Topological maps consider a graph structure to model areas of the environment and their connectivity, hence straightforwardly supporting navigational planning tasks [3, 4]. In its turn, Hybrid maps come up from the combination of the previous ones by maintaining local metric information and a graph structure to perform basic but core robotic skills as localization and global navigation [5, 6]. A pivotal requirement for the successful building of these types of maps is to deal with uncertainty coming, among other sources, from errors in the robot perception (limited field of view and range of sensors, noisy measurements, etc.), and inaccurate models and algorithms. This issue is addressed in state-of-the-art approaches through probabilistic techniques [7].

Despite the possibilities of these representations, planning and executing high-level robotic tasks within human-like environments demand more sophisticated maps to enable robots, for example, to deal with user commands like “hey robot! I am leaving, take care of the oven while I am out, please” or “Guide the customer through the aisle with garden stuff and show him the watering cans”. Humans share a common-sense knowledge about concepts like oven, or garden stuff, which must be transferred to robots in order to successfully face those tasks. Semantic maps emerged to cope with this need, providing the robot with the capability to understand, not only the spatial aspects of human environments, but also the meaning of their elements (objects, rooms, etc.) and how humans interact with them (e.g. functionalities, events, or relations). This feature is distinctive and traversal to semantic maps, being the key difference with respect to maps that simply augment metric/topological models with labels to state the category of recognized objects or rooms [8, 9, 10, 11, 12]. Contrary, semantic maps handle meta-information that models the properties and relations of relevant concepts therein the domain at hand, codified into a Knowledge Base (KB), stating that, for example, microwaves are box-shaped objects usually found in kitchens and useful for heating food. Building and maintaining semantic maps involve the symbol grounding problem [13, 14, 15], i.e. linking portions of the sensory data gathered by the robot (percepts), represented by symbols, to concepts in the KB by means of some categorization and tracking method.

Semantic maps generally support the execution of reasoning engines, providing the robot with inference capabilities for efficient navigation, object search [16], human-robot interac-
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In order to accommodate the probabilistic outcome of the proposed grounding process, a novel semantic map representation, called Multiversal Semantic Map (MvSmap), is presented. This map extends the previous work by Galindo et al. [25], and considers the different combinations of possible groundings, or universes, as instances of ontologies [26] with belief annotations on their grounded concepts and relations. According to these beliefs, it is also encoded the probability of each ontology instance being the right one. Thus, MvSmaps can be exploited by logical reasoners performing over such ontologies, as well as by probabilistic reasoners working with the CRF representation. This ability to manage different semantic interpretations of the robot workspace, which can be leveraged by probabilistic conditional planners (e.g. those in [27] or [28]), is crucial for a coherent robot operation.

To study the suitability of our approach, we have conducted an experimental evaluation focusing on the construction of MvSmaps from facilities in the novel Robot@Home dataset [29]. This repository consists of 81 sequences containing 87,000+ timestamped observations (RGB-D images and 2D laser scans), collected by a mobile robot in different ready to move apartments. Such dataset permits us to intensively analyze the semantic map building process, demonstrating the claimed representation virtues. As an advance on this study, a success of ∼ 81.5% and ∼ 91.5% is achieved while grounding percepts to object and room concepts, respectively.

The next section puts our work in the context of the related literature. Sec. 3 introduces the proposed Multiversal Semantic Map, while Sec. 4 describes the processes involved in the building of the map for a given environment, including the probabilistic symbol grounding. The suitability of our approach is demonstrated in Sec. 5, and Sec. 6 discuss some of its potential applications. Finally, Sec. 7 concludes the paper.

2. Related work

This section reviews the most relevant related works addressing the symbol grounding problem (Sec. 2.1), aiming to put into context our probabilistic solution, as well as the most popular approaches for semantic mapping that can be found in the literature (Sec. 2.2).

2.1. Symbol grounding

As commented before, the symbol grounding problem consists of linking symbols that are meaningless by themselves to concepts in a Knowledge Base (KB), hence retrieving a notion of their meanings and functionalities in a given domain [13]. In the semantic mapping problem, symbols are typically abstract concepts in a Knowledge Base (KB), hence retrieving a notion of their meanings and functionalities in a given domain [13]. In the semantic mapping problem, symbols are typically abstract concepts in the KB. The remaining of this section provides a brief overview of categorization approaches for both objects and rooms, and concludes with our proposal for a probabilistic grounding.
In its beginnings, the vast literature around object categorization focused on the classification of isolated objects employing their geometric/appearance features. A popular example of this is the work by Viola and Jones [31], where an integral image representation is used to encode the appearance of a certain object category, and is exploited by a cascade classifier over a sliding window to detect occurrences of such object type in intensity images. A limiting drawback of this categorization method is the lack of an uncertainty measurement about its outcome. Another well known approach, which is able to provide such uncertainty, is the utilization of image descriptors like Scale-Invariant Feature Transform (SIFT) [32] or Speeded-Up Robust Features (SURF) [33] to capture the appearance of objects, and its posterior exploitation by classifiers like Support Vector Machines (SVMs) [34] or Bag-of-Words based ones [35, 36]. The work by Zhang et al. [37] provides a comprehensive review of methods following this approach. It is also considerable the number of works tackling the room categorization problem through the exploitation of their geometry or appearance, like the one by Mozos et al. [38] which employs range data to classify spaces according to a set of geometric features. Also popular are works resorting to global descriptors of intensity images, like the gist of the scene proposed by Oliva and Torralba [39], those resorting to local descriptors like the aforementioned SIFT and SURF [40, 41], or the works combining both types of cues, global and local, pursuing a more robust performance [42, 43]. Despite the acceptable success of these traditional approaches, they can produce ambiguous results when dealing with objects/rooms showing similar features to two or more categories [44]. For example, these methods could have difficulties to categorize a white, box-shaped object as a microwave or a nightstand.

For that reason, modern categorization systems also integrate contextual information of objects/rooms, which has proven to be a rich source of information for the disambiguation of uncertain results [45, 46, 47]. Following the previous example, if the object is located in a bedroom and close to a bed, this information can be used to determine that it will likely be a nightstand. Probabilistic Graphical Models (PGMs) in general, and Undirected Graphical Models (UGMs) in particular, have become popular frameworks to model such relations and exploit them in combination with probabilistic inference methods [21]. Contextual relations can be of different nature, and can involve objects and/or rooms.

On the one hand, objects are not placed randomly, but following configurations that make sense from a human point of view, e.g. faucets are on sinks, mouses can be found close to keyboards, and cushions are often placed on couches or chairs. These object–object relations have been exploited, for example, by Anand et al. [48], which reckon on a model isomorphic to a Markov Random Field (MRF) to leverage them in home and office environments, or by Valentin et al. [49], who employ a Conditional Random Field (CRF), the discriminant variant of MRFs, to classify the faces of mesh-based representations of scenes compounded of objects according to their relations. Other examples of works also resorting to CRFs are the one by Xiong and Huver [50], which employs them to categorize the main components of facilities: clutters, walls, floors and ceilings, and those by Ruiz-Sarmiento et al. [22, 51, 52], where CRFs and ontologies [26] work together for achieving a more efficient and coherent object categorization.

On the other hand, object–room relations also supposes a useful source of information: objects are located in rooms according to their functionality, so the presence of an object of a certain type is a hint for the categorization of the room and, likewise, the category of a room is a good indicator of the object categories that can be found therein. Thus, recent works have explored the joint categorization of objects and rooms leveraging both, object–object and object–room contextual relations. CRFs have proven to be a suitable choice for modelling this holistic approach, as it has been shown in the works by Rogers and Christensen [53], Lin et al. [54], or Ruiz-Sarmiento et al. [55].

In this work we propose the utilization of a CRF to jointly categorize the percepts of objects and rooms gathered during the robot exploration of an environment, as well as its integration into a symbol grounding system. This CRF is exploited by a probabilistic inference method, namely Loopy Belief Propagation (LBP) [56, 57], in order to provide uncertainty measurements in the form of beliefs about the grounding of the symbols of these percepts to categories. Such categories correspond to concepts codified within an ontology, stating the typical properties of objects and rooms, and giving a semantic meaning to those symbols. Additionally, to make the symbols and their groundings consistent over time, we rely on an anchoring process [14]. To accommodate the outcome of this probabilistic symbol grounding, a novel semantic map representation is proposed.

### 2.2. Semantic maps

In the last decade, a number of works have appeared in the literature contributing different semantic map representations. One of the earliest works in this regard is the one by Galindo et al. [25], where a multi-hierarchical representation models, on the one hand, the concepts of the domain of discourse through an ontology, and on the other hand, the elements from the current workspace in the form of a spatial hierarchy that ranges from sensory data to abstract symbols. NeoClassic is the chosen system for knowledge representation and reasoning through Description Logics (DL), while the employed categorization system is limited to the classification of simple shape primitives, like boxes or cylinders, as furniture, e.g. a red box represents a couch. The potential of this representation was further explored in posterior works, e.g. for improving the capabilities and efficiency of task planners [19], or for the autonomous generation of robot goals [18]. A similar approach is proposed in Zender et al. [20], where the multi-hierarchical representation is replaced by a single hierarchy ranging from sensor-based maps to a conceptual abstraction, which is encoded in a Web Ontology Language (OWL)–DL ontology defining an office domain. To categorize objects, they rely on a SIFT-based approach, while rooms are grounded according to the objects detected therein. In Nüchter and Hertzberg [58] a constraint
network implemented in Prolog is used to both codify the properties and relations among the different planar surfaces in a building (wall, floor, ceiling, and door) and classify them, while two different approaches are considered for object categorization: a SVM-based classifier relying on contour-based features, and a Viola and Jones cascade of classifiers reckoning on range and reflectance data. These works set out a clear road for the utilization of ontologies to codify semantic knowledge [59], which has been further explored in more recent research. An example of this is the work by Tenorth et al. [60], which presents a system for the acquisition, representation, and use of semantic maps called KnowRob-Map, where Bayesian Logic Networks are used to predict the location of objects according to their usual relations. The system is implemented in SWI-Prolog, and the robot’s knowledge is represented in an OWL-DL ontology. In this case, the categorization algorithm classifies planar surfaces in kitchen environments as tables, cupboards, drawers, ovens or dishwashers [11]. The same map type and categorization method is employed in Pangercic et al. [61], where the authors focus on the codification of object features and functionalities relevant to the robot operation in such environments. The paper by Riazuelo et al. [62] describes the RoboEarth cloud semantic mapping which also uses an ontology for codifying concepts and relations, and rely on a Simultaneous Localization and Mapping (SLAM) algorithm for representing the scene geometry and object locations. The categorization method resorts to SURF features (like in Reinaldo et al. [63]), and performs by only considering the object types that are probable to appear in a given scene (the room type is known beforehand). In Günther et al. [64], the authors employ an OWL-DL ontology in combination with rules defined in the Semantic Web Rule Language (SWRL) to categorize planar surfaces. It has been also explored the utilization of humans for assisting during the semantic map building process through a situated dialogue. Examples of works addressing this are those by Bastianelli et al. [65], Gemignani et al. [66], or the aforementioned one by Zender et al. [20]. The main motivation of these works is to avoid the utilization of categorization algorithms, given the numerous challenges that they must face. However, they themselves argue that the more critical improvement of their proposals would arise from a tighter interaction with cutting-edge categorization techniques. The interested reader can refer to the survey by Kostavels and Gasteratos [67] for an additional, comprehensive review of semantic mapping approaches for robotic tasks.

The semantic mapping techniques discussed so far rely on crisp categorizations of the perceived spatial elements, e.g. an object is either a cereal box or not, a room is a kitchen or not, etc., which are typically exploited by (logical) reasoners and planners for performing a variety of robotic tasks. As commented before, these approaches: (i) can lead to an incoherent robot operation due to ambiguous grounding results, and (ii) exhibit limitations to fully exploit the contextual relations among spatial elements. In this work we propose a solution for probabilistic symbol grounding to cope with both, the uncertainty inherent to the grounding process, and the contextual relations among spatial elements. Perhaps the closet work to ours is the one by Pronobis and Jensfelt [16], which employs a Chain Graph (a graphical model mixing directed and undirected relations) to model the grounding problem from a probabilistic stance, but that fails at fully exploiting contextual relations. We also present a novel representation called Multiversal Semantic Map (MvSmap), in order to accommodate and further exploit the outcome of the probabilistic symbol grounding.

### 3. The Multiversal Semantic Map

The proposed Multiversal Semantic Map (MvSmap) (see Fig. 1) is inspired by the popular, multi-hierarchical semantic map presented in Galindo et al. [25]. This map considers two separated but tightly related hierarchical representations containing: (i) the semantic, meta-information about the domain at hand, e.g. refrigerators keep food cool and are usually found in kitchens, and (ii) the factual, spatial knowledge acquired by the robot and its implemented algorithms from a certain workspace, e.g. obj-1 is perceived and categorized as a refrigerator. These hierarchies are called terminological box (T-Box) and spatial box (S-Box), respectively, names borrowed from the common structure of hybrid knowledge representation systems [68].

MvSmaps enhance this representation by including uncertainty, in the form of beliefs, about the groundings (categorizations) of the spatial elements in the S-Box to concepts in the T-Box. For example, a perceived object, represented by the symbol obj-1, could be grounded by the robot as a microwave or a nightstand with beliefs 0.65 and 0.35, respectively, or it might think that a room (room-1) is a kitchen or a bedroom with beliefs 0.34 and 0.67. Moreover, in this representation the relations among the spatial elements play a pivotal role, and they have also associated compatibility values in the form of beliefs. To illustrate this, if obj-1 was found in room-1, MvSmaps can state that the compatibility of obj-1 and room-1 being grounded to microwave and kitchen respectively is 0.95, while to microwave and bedroom is 0.05. These belief values are provided by the proposed probabilistic inference process (see Sec. 4.4).

Furthermore, MvSmaps assign a probability value to each possible set of groundings, creating a multiverse, i.e. a set of universes stating different explanations of the robot environment. A universe codifies the joint probability of the observed spatial elements being grounded to certain concepts, hence providing a global sense of certainty about the robot’s understanding of the environment. Thus, following the previous example, a universe can represent that obj-1 is a microwave and room-1 is a kitchen, while a parallel universe states that obj-1 is a nightstand and room-1 is a bedroom, both explanations annotated with different probabilities. Thereby, the robot performance is not limited to the utilization of the most probable universe, like traditional semantic maps do, but it can also consider other possible explanations with different semantic interpretations, resulting in a more coherent robot operation.

The next sections introduce the terminological box (Sec. 3.1), the spatial box (Sec. 3.2), and the multiverse (Sec. 3.3) in more detail, as well as the formal definition of MvSmaps (Sec. 3.4).
In its turn, Sec. 4 describes how a *Multiverse Map* for a given robot workspace is built from scratch.

### 3.1. Representing semantic knowledge: the T-Box

The terminological box, or T-Box, represents the semantic knowledge of the domain where the robot is to operate, modeling relevant information about the type of elements that can be found there. Semantic knowledge has been traditionally codified as a hierarchy of concepts (e.g., *Microwave is-a Object* or *Kitchen is-a Room*), properties of that concepts (*Microwave hasShape Box*), and relations among them (*Microwave isIn Kitchen*). This hierarchy is often called ontology [26], and its structure is a direct consequence of its codification as a taxonomy. The T-Box gives meaning to the percepts in the S-Box through the grounding of their symbolic representations to particular concepts. For example, a segmented region of a RGB-D image, symbolized by obj-1, can be grounded to an instance of the concept *Microwave*.

The process of obtaining and codifying semantic knowledge can be tackled in different ways. For example, web mining knowledge acquisition systems can be used as mechanisms to obtain information about the domain of discourse [69]. Available common-sense Knowledge Bases, like ConceptNet [70] or Open Mind Indoor Common Sense [71], can be also analyzed to retrieve this information. Another valuable option is the utilization of internet search engines, like Google’s image search [72], or image repositories like Flickr [73], for extracting knowledge from user-uploaded information. In this work we have codified the semantic knowledge through a human elicitation process, which supposes a truly and effortless encoding of a large number of concepts and relations between them. In contrast to online search or web mining-engine based methodologies, this source of semantic information (a person or a group of people) is trustworthy, so there is less uncertainty about the validity of the information being managed. Moreover, the time required by this approach is usually tractable, as reported in [52], although it strongly depends on the complexity of domain at hand. For highly complex domains the web mining approach – under human supervision – could be explored.

The left part of the T-Box in Fig. 1 depicts an excerpt of the ontology used in this work, defining rooms and objects usually found at homes. The top level sets the root, abstract concepts *Room* and *Object*, and its structure is a direct consequence of its codification as a taxonomy. The T-Box gives meaning to the percepts in the S-Box through the grounding of their symbolic representations to particular concepts. For example, a segmented region of a RGB-D image, symbolized by obj-1, can be grounded to an instance of the concept *Microwave*.

### 3.2. Modeling space: the S-Box

The spatial box (S-Box) contains factual knowledge from the robot workspace, including the morphology and topology of the space, geometric/appearance information about the perceived spatial elements, symbols representing those elements,
and beliefs concerning their grounding to concepts in the T-Box. The S-Box also adopts a hierarchical structure, ranging from sensory-like knowledge at the ground level to abstract symbols at the top one (see S-Box in Fig. 1). This representation is the common choice in the robotics community when dealing with large environments [74].

At the bottom of this hierarchy is the spatial level, which builds and maintains a metric map of the working space. MoSmaps do not restrict the employed metric map to a given one, but any geometric representation can be used, e.g. point-based [75], feature-based [76], or occupancy grid maps [1]. This map permits the robot to self-localize in a global frame, and also to locate the perceived elements in its workspace.

The top level of the S-Box is the symbolic level, envisioned to maintain an abstract representation of the perceived elements through symbols, including the robot itself (e.g. obj-2, room-1, robot-1, etc.), which are modeled as nodes. Arcs between nodes state different types of relations, as for example, objects connected by a relation of proximity (see close relations in the symbolic level in Fig. 1), or an object and a room liked by a relation of location (at relations). In this way, the symbolic level constitutes a topological representation of the environment, which can be used for global navigation and task planning purposes [77].

Finally, the intermediate level maintains the nexus between the S-Box and the T-Box. This level stores the outcome of an anchoring process, which performs the critical function of creating and maintaining the correspondence between perceptions of the environment and symbols that refer to the same physical elements [14, 78]. The result is a set of the so-called anchors, which keep geometric/appearance information about the perceptions (location, features, relations, etc.) and establish links to their symbolic representation. Additionally, in a MoSmap anchors are in charge of storing the beliefs about the grounding of their respective symbols, as well as their compatibility with respect to the grounding of related elements.

For illustrative purposes, the middle level in Fig. 1 exemplifies two anchors storing information of a percept from a microwave (in orange) and a kitchen (in green). The coloured dotted lines are pointers to their location in the metric map and their associated symbols, while the black dotted lines point at the perceptions of these elements from the environment.

As an example, the outcome of a symbol grounding process is shown (field Concept within the anchor), which gives a belief for obj-1 being grounded to Microwave and Nightstand of 0.65 and 0.35 respectively, while those for room-1 are 0.33 for Kitchen and 0.67 for Bedroom. It is also shown the beliefs, or compatibility, for the symbols obj-1 and room-1 (related through the connection r1) being grounded to certain pairs of concepts, e.g. 0.95 for Microwave and Kitchen, while 0.05 for Microwave and Bedroom.

3.3. Multiple semantic interpretations: the Multiverse

MoSmaps define the possible sets of symbols’ groundings as universes. For example, by considering only the elements represented by obj-1 and room-1 in Fig. 1, four universes are possible: $U_1$:[(obj-1 is-a Kitchen), (room-1 is-a Kitchen)], $U_2$:[(obj-1 is-a Nightstand), (room-1 is-a Bedroom)], and $U_3$:[(obj-1 is-a Microwave), (room-1 is-a Nightstand)]. This multiverse considers the possible explanations to the elements in the robot workspace. Additionally, MoSmaps annotate universes with their probability of being the plausible one, computed as the joint probability of grounding the symbols to the different concepts, giving a measure of certainty about the current understanding of the robot about its workspace. Thus, a universe can be understood as an instance of the codified ontology with a set of grounded symbols and annotated probabilities.

To highlight the importance of the multiverse, let’s us consider the simplified scenario depicted in Fig. 1. Under the title Multiverse, the four possible universes are displayed, with their probabilities annotated in brackets along with their names. The coloured (green and orange) concepts in those universes state the symbols that are grounded to them. We can see how the most plausible universe, i.e., combination of groundings, is Universe 3 ($U_3$) (represented with a bold border), which sets obj-1 as a nightstand and room-1 as a bedroom. Suppose now that the robot is commanded to store a pair of socks in the nightstand. If the robot relies only on the most probable universe, we could end up with our socks heated in the microwave. However, if the robot also considers other universes, it could be aware that Universe 2 ($U_2$) is also a highly probable one, considering it as a different interpretation of its knowledge. In this case the robot should disambiguate both understandings of the workspace by, for example, gathering additional information from the environment, or in collaboration with humans.

It is worth mentioning that the information encoded in the Multiverse can be exploited, for example, by probabilistic conditional planners (e.g. those in [27] or [28]) for achieving a more coherent robot operation. Also, when a certain universe reaches a high belief, it could be considered as the ground, categorical truth, hence enabling the execution of logical inference engines like Pellet [79], FaCT++ [80], or Racer [81].

3.4. Formal description of MoSmaps

Given the ingredients of MoSmaps provided in the previous sections, a Multiversal Semantic Map can be formally defined by the quintuple $\text{MoSmap} = (\mathcal{R}, \mathcal{A}, \mathcal{Y}, \mathcal{O}, \mathcal{M})$, where:

- $\mathcal{R}$ is the metric map of the environment, providing a global reference frame for the observed spatial elements.
- $\mathcal{A}$ is a set of anchors internally representing such spatial elements, and linking them with the set of symbols in $\mathcal{Y}$.
- $\mathcal{Y}$ is the set of symbols that represent the spatial elements as instances of concepts from the ontology $\mathcal{O}$.
- $\mathcal{O}$ is an ontology codifying the semantic knowledge of the domain at hand.
- $\mathcal{M}$ encodes the multiverse, containing the set of universes.

Notice that the traditional T-Box and S-Box are defined in a MoSmap by $\mathcal{O}$ and $(\mathcal{R}, \mathcal{A}, \mathcal{Y})$ respectively. Since the robot is usually provided with the ontology $\mathcal{O}$ beforehand, building a
Figure 2: UML activity diagram illustrating the pipeline for the building and maintaining of a MvSmap according to the sensory information gathered during the robot exploration. Blue rounded boxes are processes, while white shapes stand for consumed/generated data. The processes or data related to the same component of the semantic map are grouped together.

Figure 3: Example of the progressive building of an occupancy grid map from a home environment. The 2D laser scans in red are the scans currently being aligned with the map, while the red boxes represent the estimated robot location. White cells in the map stand for free space, while black ones are occupied areas. Grey cells represent unknown space. Quantities in boxes are the number of scans registered so far to build the corresponding map.

MvSmap consists of creating and maintaining the remaining elements in the map definition, as described in the next section.

4. Building the Map

This section describes the processes involved in the building of a MvSmap for a given environment according to the sensory information gathered by a mobile robot (see Fig. 2). In our discussion, we assume that the robot is equipped with a 2D range laser scanner and a RGB-D camera, two sensors commonly found in robotic platforms, although they could be replaced by any other sensory system able to survey the spatial elements in the environment.

In a nutshell, when a new 2D laser scan is available, it triggers the update of the 2D metric map \( R \) in the spatial level (see Sec. 4.1). In its turn, if a new RGB-D observation is collected, it is processed in order to characterize the percepts of the surveyed room and the objects therein, as well as their contextual relations (see Sec. 4.2). The characterized percepts feed an anchoring process that compares them with those from previously perceived elements, which are stored in the form of anchors in the anchoring level (see Sec. 4.3). When a percept is matched with a previous one, its corresponding anchor is updated, otherwise a new anchor, including a new symbol in the symbolic level, is created. Finally, the information encoded in the anchoring level is used to build a Conditional Random Field, which is in charge of grounding the symbols of the spatial elements to concepts in the T-Box, also providing a measure of the uncertainty concerning such groundings in the form of beliefs (see Sec. 4.4). These beliefs are stored in the anchors, and are employed to update the multiverse \( M \). The next sections describe the core processes of this pipeline in detail.

4.1. Building the underlying metric map

During the robot exploration, the collected 2D laser scans are used to build a metric representation of the environment in the form of an occupancy grid map [1]. For that, we rely on standard Simultaneous Localization and Mapping (SLAM) techniques to jointly build the map and estimate the robot pose [82]. Thus, the building process is based on an Iterative Closet Point (ICP) algorithm [83], which aligns each new scan to the current reference map. Once aligned, the scan measurements are inserted into the map, hence building it incrementally. Given that the robot is also localized in the map at any moment,
the spatial information coming from the sensors mounted on it (e.g., RGB-D cameras) can be also located. For that, those sensors have to be extrinsically calibrated, that is, the sensors’ position in the robot local frame must be known. Fig. 3 shows an example of the incremental building of a metric map from an apartment in the Robot@Home dataset [29].

4.2. Characterizing percepts

Concurrently with the metric map building, when a RGB-D observation is collected it is processed in order to characterize the percepts of the spatial elements therein. This information is required by the posterior anchoring process, so it can decide which percepts correspond to elements previously observed and which ones are perceived for the first time, being consequently incorporated to the semantic map.

Typically, a RGB-D observation contains a number of percepts corresponding to objects, while the whole observation itself corresponds to the percept of a room (see Fig. 6-left). On the one hand, objects’ percepts are characterized through geometric (planarity, linearity, volume, etc.) and appearance features (e.g., hue, saturation, and value means). On the other hand, room percepts are prone to not cover the entire room, i.e., it is common to not survey the whole room with a single RGB-D observation, so the extracted geometric and appearance features (footprint, volume, hue, saturation and value histograms, etc.) are, in addition, averaged over time by considering those from past room percepts. Moreover, the metric map hitherto built for that room is also considered and characterized, since it supposes a rich source of information for its posterior categorization [38].

The upper part of Tab. 1 lists the features used to describe those percepts.

In addition to objects and rooms, the contextual relations among them are also extracted and characterized. We have considered two types of relationships, one linking objects that are placed closer than a certain distance (close), and another relating an object and its container room (at). The lower part of Tab. 1 lists the features employed to characterize such relations. It is worth mentioning the function of the bias feature characterizing the object–room relations, which is a fixed value that permits the CRF to automatically learn the likelihood of finding a certain object type into a room of a certain category (see Sec. 4.4.1). The outcome of this characterization process is known as the signature of the percept.

4.3. Modeling and keeping track spatial elements: Anchoring

Once characterized, the percepts feed an anchoring process [14], which establishes the correspondences between the symbols of the already perceived spatial elements (e.g., obj–1 or room–1) and their percepts. For that, it creates and maintains internal representations, called anchors, which include: the features of the spatial elements and their relations, their geometric location\(^2\); their associated symbols, the beliefs about the groundings of those symbols, and their compatibility with the groundings of related elements. The content of an anchor was previously illustrated in the anchoring level in Fig. 1. In its turn, the sub-components of the anchoring process are depicted in Fig. 4.

Let \( S_0 = \{s_1, \ldots, s_0 \} \) be the set of characterized percepts surveyed in the last RGB-D observation. Then, the signatures of these percepts are compared with those of anchors already present in the semantic map, which produces two disjoint sets: the set \( S_{update} \) of percepts of spatial elements that have been previously observed in the environment, and the set \( S_{new} \) of percepts of elements detected for the first time. We have considered a simple but effective matching algorithm that checks the location of two percepts, the overlapping of their bounding boxes, and their appearance to decide if they refer to the same physical element.

The two sets of percepts resulting from the matching step are processed differently: while the set \( S_{update} \) triggers the update of their associated anchors, i.e. their locations, features, and relations are revised according to the new available information, the set \( S_{new} \) produces the creation of new anchors. As a consequence, the content of the symbolic level is also revised: the symbols representing updated anchors are checked for possible changes in their relations, while new symbols are created for the new anchors. As an example, Fig. 5 shows two point clouds

<table>
<thead>
<tr>
<th>Object</th>
<th>Room</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Geometric (RGB-D)</strong></td>
<td><strong>Geometric (RGB-D)</strong></td>
</tr>
<tr>
<td>Planarity</td>
<td>Scatter (2)</td>
</tr>
<tr>
<td>Scatter</td>
<td>Footprint (2)</td>
</tr>
<tr>
<td>Linearity</td>
<td>Volume (2)</td>
</tr>
<tr>
<td>Min. height</td>
<td><strong>Appearance (RGB-D)</strong></td>
</tr>
<tr>
<td>Max. height</td>
<td>H, S, V, means (6)</td>
</tr>
<tr>
<td>Centroid (3)</td>
<td>H, S, V, Stdv. (6)</td>
</tr>
<tr>
<td>Volume</td>
<td>H, S, V, histograms (30)</td>
</tr>
<tr>
<td>Biggest area</td>
<td><strong>Geometric (Metric map)</strong></td>
</tr>
<tr>
<td>Orientation</td>
<td>Elongation</td>
</tr>
<tr>
<td><strong>Appearance (RGB-D)</strong></td>
<td>Scatter</td>
</tr>
<tr>
<td>H, S, V, means (3)</td>
<td>Area</td>
</tr>
<tr>
<td>H, S, V, Stdv. (3)</td>
<td>Compactness</td>
</tr>
<tr>
<td>H, S, V, histograms (15)</td>
<td>Linearity</td>
</tr>
<tr>
<td><strong>Object-Object</strong></td>
<td><strong>Object-Room</strong></td>
</tr>
<tr>
<td><strong>Geometric (RGB-D)</strong></td>
<td>Bias</td>
</tr>
<tr>
<td>Perpendicularity</td>
<td></td>
</tr>
<tr>
<td>Vertical distance</td>
<td></td>
</tr>
<tr>
<td>Volume ratio</td>
<td></td>
</tr>
<tr>
<td>Is on relation</td>
<td></td>
</tr>
<tr>
<td><strong>Appearance (RGB-D)</strong></td>
<td></td>
</tr>
<tr>
<td>H, S, V, mean diff.</td>
<td></td>
</tr>
<tr>
<td>H, S, V, Stdv. diff.</td>
<td></td>
</tr>
</tbody>
</table>

\(^2\)Notice that although the underlying metric map is 2D, the extrinsic calibration of sensors can be used to locate an element in 6D (3D position and 3D orientation).
representing RGB-D images gathered from the same kitchen at different time instants. At time $t_0$, two new anchors are created for accommodating the information from the two percepts (highlighted in green and blue). Then, at time $t_1$, the signature of the percept in green is matched with the one with the same color at $t_0$, while the percept in red, despite their similar location and size, is considered different from the one in blue at $t_0$ due to their appearance, and a new anchor is created. Notice that to complete the aforementioned content of anchors the beliefs about the grounding of their symbols, as well as the compatibility with the groundings of related elements, must be computed. This is carried out by the probabilistic techniques in the next section.

Although the described anchoring process could appear similar to a tracking procedure, it is more sophisticated regarding the information that is stored/managed. For example, in typical tracking problems, it is usually not needed to maintain a symbolic representation of their tracks, nor to ground them to concepts within a knowledge base. Further information in this regard can be found in the work by Coradeschi and Saffiotti [14].

4.4. Probabilistic symbol grounding

We holistically model the symbol grounding problem employing a Conditional Random Field (CRF) (see Sec. 4.4.1), a probabilistic technique first proposed by Lafferty et al. [84] that, in addition to exploiting the relations among objects and rooms, also provides the beliefs about such groundings through a probabilistic inference process (see Sec. 4.4.2). These belief values are the main ingredients for the generation and update of the multiverse in the MnSmap (see Sec. 4.5).

4.4.1. CRFs to model the symbol grounding problem

The following definitions are required in order to set the problem from this probabilistic stance:

- Let $s = [s_1, ..., s_n]$ be a vector of $n$ spatial elements, stating the observed objects or rooms in the environment, which are characterized by means of the features in their associated anchors.
- Define $L_o = \{l_{o_1}, ..., l_{o_k}\}$ as the set of the $k$ considered object concepts (e.g. Bed, Oven, Towel, etc.).
- Let $L_r = \{l_{r_1}, ..., l_{r_j}\}$ be the set of the $j$ considered room concepts (e.g. Kitchen, Bedroom, Bathroom, etc.).
- Define $y = [y_1, ..., y_n]$ to be a vector of discrete random variables assigning a concept from $L_o$ or $L_r$ to the symbol associated with each element in $s$, depending on whether such symbol represents an object or a room.

Thereby, the grounding process is jointly modeled by a CRF through the definition of the probability distribution $P(y | s)$, which yields the probabilities of the different assignments to the variables in $y$ conditioned on the elements from $s$. Since its exhaustive definition is unfeasible due to its high dimensionality, CRFs exploit the concept of independence to break this distribution down into smaller pieces. Thus, a CRF is represented as a graph $G = (V, E)$, where the set of nodes $V$ models the random variables in $y$, and the set of undirected edges $E \subseteq V \times V$ links contextually related nodes. Notice that this graph can be built directly from the codified information within the symbolic level. Thus, mimicking the representation in that level, the same types of edges are considered in the CRF: proximity of two objects, and presence of an object into a room. Intuitively, this means that, for a certain object, only the nearby objects in the environment and its container room have a direct influence on its grounding, while the grounding of a room is affected by the objects therein. Fig. 6-right shows an example of a CRF graph built from the spatial elements in the observation depicted in Fig. 6-left, also including elements that were perceived in previous observations of the same room and were stored in the S-Box.
According to the Hammersley-Clifford theorem [85], the probability \( P(y \mid s) \) can be factorized over the graph \( G \) as a product of factors \( \psi(\cdot) \):

\[
p(y \mid s; \theta) = \frac{1}{Z(s, \theta)} \prod_{c \in C} \psi_c(y_c, s_c, \theta) \tag{1}
\]

where \( C \) is the set of maximal cliques\(^3\) of the graph \( G \), and \( Z(\cdot) \) is the also called partition function, which plays a normalization role so \( \sum_{\xi(y)} p(y \mid s, \theta) = 1 \), being \( \xi(y) \) a possible assignment to the variables in \( y \). The vector \( \theta \) stands for the model parameters (or weights) to be tuned during the training phase of the CRF. Factors can be considered as functions encoding pieces of \( P(y \mid s) \) over parts of the graph. Typically, two kind of factors are considered: \textit{unary factors} \( \psi_i(y_i, s_i, \theta) \), which refer to nodes and talk about the probability of a random variable \( y_i \) belonging to a category in \( L_o \) or \( L_r \), and \textit{pairwise factors} \( \psi_{ij}(y_i, y_j, s_i, s_j, \theta) \) that are associated with edges and state the compatibility of two random variables \( (y_i, y_j) \) being tied to a certain pair of categories. As a consequence, the cliques used in this work have at most two nodes (see Fig. 6-right). The expression in Eq.1 can be equivalently expressed for convenience through log-linear models and exponential families as [86]:

\[
p(y \mid s; \theta) = \frac{1}{Z(s, \theta)} \prod_{c \in C} \exp(\phi(s_c, y_c), \theta)) \tag{2}
\]

being \( \langle \cdot, \cdot \rangle \) the inner product, and \( \phi(s_c, y_c) \) the sufficient statistics of the factor over the clique \( c \), which comprises the features extracted from the spatial elements (recall Tab. 1). Further information about this representation can be found in [55].

\(^3\)A maximal clique is a fully-connected subgraph that cannot be enlarged by including an adjacent node.

Training a CRF model for a given domain requires the finding of the parameters in \( \theta \), in such a way that they maximize the likelihood in Eq.2 with respect to a certain i.i.d. training dataset \( D = \{d^1, \ldots, d^m\} \), that is:

\[
\max_{\theta} \mathcal{L}_p(\theta : D) = \max_{\theta} \prod_{i=1}^{m} p(y^i \mid s^i; \theta) \tag{3}
\]

where each training sample \( d^i = (y^i, s^i) \) consists of a number of characterized spatial elements \( s^i \) and the corresponding ground truth information about their categories \( y^i \). If no training dataset is available for the domain at hand, the codified ontology can be used to generate synthetic samples for training, as we have shown in our previous work [51, 55]. The optimization in Eq.3 is also known as Maximum Likelihood Estimation (MLE), and requires the computation of the partition function \( Z(\cdot) \), which in practice turns this process into a NP-hard, hence intractable problem. To face this in the present work, the calculus of \( Z(\cdot) \) is estimated by an approximate inference algorithm during the training process, concretely the \textit{sum-product} version of the \textit{Loopy Belief Propagation} (LBP) method [56], which has shown to be a suitable option aiming at categorizing objects [23].

### 4.4.2. Performing probabilistic inference

Once the CRF representation modeling a given environment is built, it can be exploited by probabilistic inference methods to perform different probability queries. At this point, two types of queries are specially relevant: the Maximum a Posteriori (MAP) query, and the Marginal query. The goal of the MAP query is to find the most probable assignment \( \hat{y} \) to the variables in \( y \), i.e.:

\[
\hat{y} = \arg \max_y p(y \mid s; \theta) \tag{4}
\]
Once again, the computation of the partition function $Z(\cdot)$ is needed, but since given a certain CRF graph its value remains constant, this expression can be simplified by:

$$\hat{y} = \arg \max_y \prod_{c \in C} \exp(b(s_c, y_c), \theta)$$

Nevertheless, this task checks every possible assignment to the variables in $y$, so it is still unfeasible. An usual way to address this issue is the utilization of approximate methods, like the max-product version of LBP [87]. The alert reader may think that, in the end, the MAP assignment provides crisp results. Although this is undoubtedly true, the computation of those results considers both the relations among the spatial elements in the environment, and the belief about their belonging to different categories, so it is clearly differentiated from the crisp results given by an off-the-shelf categorization method working on individual elements. The black boxes in Fig. 6-right show an example of the outcome of a MAP query over the defined CRF graph.

In its turn, the Marginal query, which can be performed by the aforementioned sum-product version of LBP, provides us the beliefs about the possible groundings. In other words, this query yields the marginal probabilities for each symbol being grounded to different concepts, as well as the compatibility of these groundings with respect to the grounding of contextually related symbols. Therefore, it is also possible to retrieve the probability of a certain assignment to the variables in $y$, which is of interest for managing universes (see Sec. 4.5). Recall that, in a $\text{MvSnap}$, these beliefs are stored in their corresponding anchors for their posterior exploitation during the robot operation (see anchors in Fig. 1). Sec. 5 will show both MAP and Marginal queries in action.

### 4.5. Managing the Multiverse

To conclude the building of the $\text{MvSnap}$, the outcome of the marginal query is exploited to generate and update the multiverse. The probability for each possible universe can be retrieved by means of Eq.1, replacing the factors $b(\cdot)$ by the provided beliefs $b(\cdot)$, and the partition function $Z(\cdot)$ by its approximation $Z_{\text{LBP}}(\cdot)$ computed by the LBP algorithm, that is:

$$p(y|s; \theta) = \frac{1}{Z_{\text{LBP}}(s, \theta)} \prod_{c \in C} b_c(y_c, s_c)$$

The exhaustive definition of such multiverse, that is, to compute and store the probabilities and groundings in each possible universe, highly depends on the complexity of the domain at hand. The reason for this is that the number of possible universes depends on both, the number of spatial elements, and the number of concepts defined in the ontology. For example, let’s suppose a domain with 3 types of rooms and 4 types of objects. During the robot exploration, 5 objects have been observed within 2 rooms, so a total of $4^2 \times 3^5 = 9,216$ possible interpretations, or universes, exist. This is a large number for a small scenario, but it supposes a reduced size in memory since each universe is defined by: (i) its probability, and (ii) its grounded symbols. Concretely, in this case each universe can be codified through a float number for its probability (4 bytes) and 7 char numbers for the groundings (7 bytes in total, suppose that each concept can be identified by a char number as well), so the size of the multiverse is $11 \times 9,216 = 99kB$.

Notice that such a size grows exponentially with the number of spatial elements, so in crowded environments this exhaustive definition is unpractical, or even unfeasible.

In those situations, the exhaustive definition can be replaced by the generation of the more relevant universes for a given task and environment. Thus, for example, the MAP grounding yielded by a MAP query permits the definition of the most probable universe. Recall that the probability of this or other universes of interest can be retrieved by inserting their respective groundings and stored beliefs in Eq.6. Other probable universes can be straightforwardly identified by considering the ambiguous groundings. For example, if an object is grounded to concepts with the following beliefs [Bowl 0.5, Milk-bottle 0.45, Microwave 0.05], and the MAP query grounds it to Bowl, it makes sense to also keep the universe where the object is grounded to Milk-bottle, and vice versa. As commented before, the set of relevant universes is task and domain dependent so, if needed, they should be defined strategies for their generation in order to keep the problem tractable.

To tackle this issue we propose a simple but practical strategy based on the utilization of a threshold, or ambiguity factor, that determines when a grounding result is ambiguous. For that, if the ratio between the belief about a symbol being grounded to a certain concept ($b_i$) and the highest belief for that symbol ($b_h$) is over this threshold ($\alpha$), then these two possible groundings are considered ambiguous. Mathematically:

$$\text{ambiguous}(b_i, b_h) = \begin{cases} 1 (\text{true}) & \text{if } b_i/b_h > \alpha \\ 0 (\text{false}) & \text{otherwise} \end{cases}$$

Therefore, if a pair of grounding values are ambiguous according to this strategy, their associated universes are considered relevant, being consequently stored in the multiverse. Continuing with the previous example, the ratio between the beliefs for Milk-bottle and Bowl is 0.45/0.5 = 0.9, while between Microwave and Bowl is 0.05/0.5 = 0.1. Thus, with a value for $\alpha$ higher than 0.1 and lower than 0.9, this strategy would consider the first pair of groundings as ambiguous, but not the second one. The efficacy of this strategy for keeping the number of universes low, without disregarding relevant ones, is shown in Sec. 5.3.

### 5. Experimental Evaluation

To evaluate the suitability of both, the proposed probabilistic symbol grounding as well as the novel semantic map, we have carried out a number of experiments using the challenging Robot@Home [29] dataset, which is briefly described in Sec. 5.1. More precisely, to test the symbol grounding capabilities of our approach (see Sec. 5.2), it has been analyzed its performance both (i) when grounding object and rooms symbols in isolation, i.e. using the traditional categorization approach that works with the individual features of each spatial...
element (see Sec. 5.2.1), and (ii) when also considering the contextual relations among elements (see Sec. 5.2.2). To conclude this evaluation, we also describe some sample mapping scenarios in Sec. 5.3, aiming to illustrate the benefits of the proposed MuSmap.

5.1. Testbed

The Robot@Home dataset provides 83 sequences containing 87,000+ observations, divided into RGB-D images and 2D laser scans, which survey rooms of 8 different types summing up ~1,900 object instances. From this repository we have extracted 47 sequences captured in the most common room types in home environments, namely: bathrooms, bedrooms, corridors, kitchens, living-rooms and master-rooms. These sequences contain ~1,000 instances of objects that belong to one of the 30 object types considered in this work, e.g. bottle, cabinet, sink, toilet, book, bed, pillow, cushion, microwave, bowl, etc.

The observations within the sequences come from a rig of 4 RGB-D cameras and a 2D laser scanner mounted on a mobile robot (see Fig. 7). However, to match this sensory configuration with one more common in robotic platforms, we have only considered information from the 2D laser scanner and the RGB-D camera looking ahead.

5.2. Probabilistic symbol grounding evaluation

In this section we discuss the outcome of a number of experiments that evaluate different configurations for the probabilistic symbol grounding process. To obtain the performance measurements (micro/macro precision/recall, see App. A), a MuSmap has been built for each sequence, and MAP queries are executed over the resultant CRFs (recall Sec. 4.4). Concretely, a leave-one-out cross-validation technique is followed, where a sequence is selected for testing and the remaining ones for training. This process is repeated 47 times, changing the sequence used for testing, and the final performance is obtained averaging the results yielded by those repetitions.

5.2.1. Individual grounding of object and room symbols

The aim of this section is to evaluate the performance of our proposal without exploring contextual relations, i.e. only considering the geometric/appearance features characterizing the symbols. This individual grounding is the traditional approach in semantic mapping, and permits us to set a baseline for measuring the real enhancement of the joint grounding in the next section. Thereby, only the nodes in the CRFs have been considered, characterized by the object and room features in Tab. 1.

The first three columns in Tab. 2 report the results for grounding object and room symbols according to the described configuration. For objects, we can see how the used geometric features are more discriminative than the appearance ones, but their complementary nature makes that the CRFs resorting to their combination achieves the highest results (73.64%). The same happens when grounding rooms, where the winning option, reaching a performance of 57.45%, combines geometric and appearance features from the RGB-D observations, as well as geometric features from the part of the metric map corresponding to the room.
To complete this baseline, they have been also evaluated some of the most popular classifiers also resorting to individual object-room features. In order to make this comparison as fair as possible the same features employed for the CRFs have been used, as well as the same leave-one-out cross-validation approach. Concretely, we have resorted to the implementation in the scikit-learn library [88] of the following widely-used methods: Supported Vector Machines, Naive Bayes, Decision Trees, Random Forests, and Nearest Neighbors. The yielded results are reported in the last five columns of Tab. 2, where it is shown how the CRF achieve a similar or even higher success than those classifiers. In fact, the more serious competitor is the one based on Random Forests, which achieves a ~1% higher success when categorizing objects, but a ~5% lower one when dealing with rooms.

5.2.2. Joint object-room symbol grounding

This section explores how the progressive inclusion of different types of contextual relations to the CRFs affects the performance of the grounding method. Tab. 3 gives the figures obtained from this analysis. Taking a closer look at it, we can see how the inclusion of contextual relations among objects increases the success of grounding them by ~5%. By only considering relations among objects and rooms, the performance of grounding objects is increased almost the same percentage, while the success of rooms considerably grows from 57.45% up to 80.91%. Finally, with the inclusion of all the contextual relations, the reached grounding success is of 81.58% and 91.49% for objects and rooms respectively. Comparing these numbers with the baseline performance obtained in the previous section also employing CRFs, they achieve a notorious increment in the performance of ~8% for objects and ~34% for rooms. This approach also clearly outperforms the success reported by the other methods in Tab. 2.

Fig. 8 depicts the confusion matrices obtained while grounding room symbols for each of the aforementioned configurations. In these matrices, the rows index the room ground truth, while the columns index the grounded concept. We can notice how the performance reported in these matrices improves progressively (the values in their diagonals grow) with the inclusion of contextual relations.

To further illustrate the benefits of the conducted joint symbol grounding, Tab. 4 shows the results of the grounding of a number of symbols from a kitchen sequence. The third and fourth columns of this table report the concepts with the two highest beliefs (in parentheses) after a Marginal inference query. The MAP assignment is highlighted in bold.

Figure 8: Confusion matrices relating the ground truth information about rooms (rows) with the concept to which they are grounded (columns). a) Confusion matrix for a CRF only employing nodes, b) including object-room relations, and c) considering all the contextual relations.

Table 3: Performance for grounding symbols of CRFs exploiting contextual information. Rows index the type of contextual relations modeled by the CRFs. App. A describes the used metrics.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Object-Object</td>
<td>78.70%</td>
<td>65.58%</td>
<td>53.34%</td>
</tr>
<tr>
<td>Object-Room</td>
<td>78.69%</td>
<td>59.38%</td>
<td>53.09%</td>
</tr>
<tr>
<td>Object-Object + Object-Room</td>
<td>81.58%</td>
<td>70.71%</td>
<td>60.94%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rooms</th>
<th>Macro p./t.</th>
<th>Micro p.</th>
<th>Micro r.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object-Room</td>
<td>80.85%</td>
<td>65.08%</td>
<td>61.33%</td>
</tr>
<tr>
<td>Object-Object + Object-Room</td>
<td>91.49%</td>
<td>85.25%</td>
<td>84.98%</td>
</tr>
</tbody>
</table>

Table 4: Example of the outcome of a grounding process where the contextual relations modeled in a CRF help to disambiguate wrong individual groundings. The first column states the symbols’ names, the second one their ground truth category, while the third and fourth columns report the two categories that received the highest beliefs (in parentheses) after a Marginal inference query. The MAP assignment is highlighted in bold.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Ground truth</th>
<th>Beliefs</th>
</tr>
</thead>
<tbody>
<tr>
<td>obj-3</td>
<td>Microwave</td>
<td>Microwave (0.38)</td>
</tr>
<tr>
<td>obj-5</td>
<td>Counter</td>
<td>Nightstand (0.29)</td>
</tr>
<tr>
<td>obj-9</td>
<td>Counter</td>
<td>Table (0.39)</td>
</tr>
<tr>
<td>room-1</td>
<td>Counter</td>
<td>Counter (0.30)</td>
</tr>
<tr>
<td></td>
<td>Kitchen</td>
<td>Table (0.12)</td>
</tr>
<tr>
<td></td>
<td>Bedroom (0.49)</td>
<td>Kitchen (0.22)</td>
</tr>
</tbody>
</table>

4Further information about these classifiers can be found in the library web-page: http://scikit-learn.org/
Table 5: Example of grounding results yielded by the proposed method for the symbols within a simple kitchen scenario. The first and the second columns give the symbols’ names and their ground truth respectively, while the remaining columns report the five categories with the highest beliefs (in parentheses) as yielded by a Marginal inference query. The MAP assignment is highlighted in bold.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Ground truth</th>
<th>Beliefs</th>
</tr>
</thead>
<tbody>
<tr>
<td>obj-1</td>
<td>Microwave</td>
<td>Nightstand (0.46) Microwave (0.42) Wall (0.06) Bed (0.04) Counter (0.04) Floor (0.1)</td>
</tr>
<tr>
<td>obj-2</td>
<td>Counter</td>
<td>Counter (0.70) Bed (0.24) Floor (0.04) Wall (0.01) Nightstand (0.01) Microwave (0.0)</td>
</tr>
<tr>
<td>obj-3</td>
<td>Wall</td>
<td>Wall (0.99) Counter (0.1) Nighstand (0.0) Floor (0.0) Microwave (0.0) Bed (0.0)</td>
</tr>
<tr>
<td>obj-4</td>
<td>Wall</td>
<td>Wall (0.99) Counter (0.1) Nighstand (0.0) Floor (0.0) Microwave (0.0) Bed (0.0)</td>
</tr>
<tr>
<td>obj-5</td>
<td>Floor</td>
<td>Floor (0.99) Bed (0.01) Wall (0.0) Counter (0.0) Nightstand (0.0) Microwave (0.0)</td>
</tr>
<tr>
<td>room-1</td>
<td>Kitchen</td>
<td>Bedroom (0.51) Kitchen (0.22) Bathroom (0.19) Living-room (0.06) Master-room (0.01) Corridor (0.01)</td>
</tr>
</tbody>
</table>

In this section we exemplify the building of \textit{MvSmaps} for two scenarios exhibiting different complexity. We start by describing a simple scenario where the possible object categories are: floor, wall, counter, bed, nighstand, and microwave. The possible room categories are the same as in the previous section. This is an extension in a real setting of the toy example described in Sec. 3. The chosen sequence of observations from Robot@Home corresponds to a kitchen containing 5 objects of these categories: a counter, a microwave, two walls and the floor. Thus, the \textit{MvSmap} built for that scenario consist of (recall Sec. 3.4):

- An occupancy grid map of the explored room.
- 6 anchors representing the spatial elements (5 objects and a room).
- 6 symbols in the symbolic level.
- An ontology of the home domain.
- $6^5 \times 6^4 = 46,656$ possible universes, which supposes a multiverse size of $\sim 456k$B.

Tab. 5 shows the grounding results yielded by the execution of MAP and Marginal queries over the CRF representation of such map. We can see how the MAP assignment fails at grounding the symbols obj-1 and room-1, but the right groundings of such symbols also receive a high belief value. As a consequence of this, their respective universes could also exhibit high probabilities, hence the importance of their consideration. Notice that the size of the multiverse could be further reduced by applying the previously proposed strategy. For example, considering an ambiguity factor of $\alpha = 0.2$, the number of possible universes is 12, being the size (in memory) of the multiverse of only 132 bytes.

We also describe a more complex scenario considering the room and object categories introduced in Sec. 5.1. In this case, we discuss the progressive building of the \textit{MvSmap} at 4 different time instants during the robot exploration of a bedroom. Fig. 9 depicts the evolution of the groundings of the spatial elements perceived by the robot during such exploration, where the big and small coloured boxes represent the groundings with the two highest beliefs. In this case, the groundings provided by MAP queries match with those showing the highest beliefs.

We can see how until the time instant $t_1$ the robot surveyed 8 objects, being so confident about the category of 5 of them. This supposes a total of 9 anchors and 9 symbolic representations (8 objects plus a room). The most ambiguous result is for an object placed on the bed, which is in fact a towel. This ambiguity is due to the features exhibited by the object, its position, and its unusual location in a bedroom. In its turn, the belief about the room being grounded to the \textit{Bedroom} concept is high, 0.76, as a result of the surveyed spatial elements and their relations. Until time $t_2$ the room is further explored, appearing three new objects: a chair, a table and a wall, hence adding 3 new anchors and their respective symbols to the \textit{MvSmap}. The surveyed table is the only one showing an ambiguous grounding because of its features and few contextual relations. However, in the observations gathered until the time instant $t_3$, two new objects are perceived on top of the table, a book and a bottle, increasing the belief value about its grounding to the \textit{Table} concept. With these new objects and relations the uncertainty about the category of the room also decreases. Finally, considering all the information gathered until the time instant $t_4$, where a pillow has been observed on top of the bed, the belief about the room category increases up to 0.99. Notice how the detection of such pillow also decreases the uncertainty about the grounding of the bed. The \textit{modus operandi} of traditional semantic maps is to consider the towel on the bed as a book, which can lead to, for example, the failure of a robot ordered to bring all the towels in the house to the bathroom. This can be tackled through the utilization of \textit{MvSmaps} and the clarification of uncertain groundings.

Thereby, the \textit{MvSmap} built in this scenario is compounded of 15 anchors (14 objects plus a room), 15 symbols at the symbolic level, and a total of $30^{14} \times 6^1 \approx 2.8 \times 10^{21}$ universes. This supposes a multiverse with an intractable size, however, applying the previous strategy where only uncertain results generate new universes, the size of the multiverse is considerably reduced to 40 universes and 760 bytes.

6. Potential Applications of Multiversal Semantic Maps

The main purpose of the proposed \textit{MvSmap} is to provide a mobile robot with a probabilistic, rich representation of its environment, empowering the efficient and coherent execution
of high-level tasks. For that, the *MvSmap* accommodates the uncertainty about the grounded concepts as universes, which can be seen as different interpretations of the workspace. Notice that *MvSmaps* can be exploited for traditional semantic map applications (e.g., task planning, planning with incomplete information, navigation, human-robot interaction, localization, etc.) by considering only a universe, albeit its potential to measure the (un)certainty of the robot’s understanding can be exploited for an intelligent, more efficient robotic operation.

A clear example of this can be envisioned while planning an object search task. Let’s suppose an scenario where the robot is commanded to bring the slippers to the user. If the slippers have not been detected before, the robot could infer (according to its semantic knowledge) that their most probable location is a bedroom. Fortunately, a room, corresponding to the farthest one from the robot location, has been already grounded as being a bedroom with a belief of 0.42, and 0.41 of being a kitchen. Another room, close to the robot location, has been grounded to the Kitchen concept with a belief of 0.47, and to the Bedroom one with 0.45. The utilization of only the most probable universe would lead to the exploration of the farthest room, with a 42% of being the correct place, while the consideration of both interpretations would produce the more logical plan of taking a look at the closer one first. Moreover, the Conditional Random Field employed in this work is able to provide a more fine-grained and coherent prediction than just employing semantic knowledge: it permits to hypothesize about the exact location of an object or a room, and to retrieve the likelihood of such loc-
Another typical application of semantic maps resorting to logical reasoning engines is the classification of rooms according to the objects therein [25]. For example, if an object is grounded as a refrigerator, and kitchens are defined in the Knowledge Base as rooms containing a refrigerator, a logical reasoner can infer that the room is a kitchen. Again, this reasoning relying on crispy information can provoke undesirable results if the symbol grounding process fails at categorizing the object, which can be avoided employing MvSmaps.

Galindo and Saffiotti [18] envisages an application of semantic maps where they encode information about how things should be, also called norms, allowing the robot to infer deviations from these norms and act accordingly. The typical norm example is that “towels must be in bathrooms”, so if a towel is detected, for example, on the floor of the living room, a plan is generated to bring it to the bathroom. This approach works with crispy information, e.g. an object is a towel or not. Instead, the consideration of a MvSmap would permit the robot to behave more coherently, for example gathering additional information if the belief of an object symbol being grounded to Towel is 0.55 while to Carpet is 0.45. In this example, a crispy approach could end up with a carpet in our bathroom, or a towel in our living room. The scenarios illustrated in this section compound a - non exhaustive – set of applications where MvSmaps clearly enhance the performance of traditional semantic maps.

7. Conclusions and Future Work

In this work we have presented a solution for tackling the symbol grounding problem in semantic maps from a probabilistic stance, which has been integrated into a novel environment representation coined Multiversal Semantic Map (MvSmap). Our approach employs Conditional Random Fields (CRFs) for performing symbol grounding, which permits the exploitation of contextual relations among object and room symbols, also dealing with the uncertainty inherent to the grounding process. The uncertainties concerning the grounded symbols, yielded by probabilistic inference methods over those CRFs, allow the robot to consider diverse interpretations of the spatial elements in the workspace. These interpretations are called universes, which are encoded as instances of the codified ontology with symbols grounded to different concepts, and annotated with their probability of being the right one. Thereby, the proposed MvSmap represents the robot environment through a hierarchy of spatial elements, as well as a hierarchy of concepts, in the form of an ontology, which is instantiated according to the considered universes. This paper also describes the processes involved in the building of MvSmaps for a given workspace. We have also proposed an strategy for tackling the exponential growing of the multiverse size in complex environments, and analyzed some of the applications where MvSmaps can be used to enhance the performance of traditional semantic maps.

The suitability of the proposed probabilistic symbol grounding has been assessed with the challenging Robot@Home dataset. The reported success without considering contextual relations were of ~ 73.5% and ~ 57.5% while grounding object and room symbols respectively, while including them these figures increased up to ~ 81.5% and 91.5%. It has been also shown the building of MvSmaps according to the information gathered by a mobile robot in two scenarios with different complexity.

Typically, the semantic knowledge encoded in a semantic map is considered as written in stone, i.e. it is defined at the laboratory and does not change during the robot operation. We are studying how to modify this knowledge according to the peculiarities of a given domain, also in combination with a CRF [24]. We think that this line of research is interesting since it would permit the robot, for example, to consider new object or room types not previously introduced, or to modify the properties and relations of those already defined. Additionally, we plan to progressively exploit the presented MvSmaps for the applications analyzed in this paper and/or other of interest.
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Appendix A. Performance metrics

The precision metric for a given type of object/room \( l \), reports the percentage of elements recognized as belonging to \( l \) that really belong to that type. Let \( \text{recognized}(l) \) be the set of objects/rooms recognized as belonging to the type \( l \), \( \text{gt}(l) \) the set of elements of that type in the ground-truth, and \(| \cdot |\) the cardinality of a set, then the precision of the classifier for the type \( l \) is defined as:

\[
\text{precision}(l) = \frac{|\text{recognized}(l) \cap \text{gt}(l)|}{|\text{gt}(l)|}
\]  

(A.1)

In its turn, the recall for a class \( l \) expresses the percentage of the spatial elements that belonging to \( l \) in the ground-truth are recognized as members of that type:

\[
\text{recall}(l) = \frac{|\text{recognized}(l) \cap \text{gt}(l)|}{|\text{gt}(l)|}
\]  

(A.2)

Precision and recall are metrics associated to a single type. To report more general results, we are interested in the performance of the proposed methods for all the considered types. This can be measured by adding the so-called macro/micro concepts. Macro precision/recall represents the average value of the precision/recall for a number of types, defined in the following way:

\[
\text{macro\_precision} = \frac{\sum_{\text{type}} \text{precision}(l)}{|L|}
\]  

(A.3)
\[
\text{macro \ recall} = \frac{\sum_{i \in L} \text{recall}(l_i)}{|L|} \quad (A.4)
\]

being \(L\) the set of considered objects/rooms. Finally, \text{micro precision/recall} represents the percentage of elements in the dataset that are correctly recognized with independence of their belonging type, that is:

\[
\text{micro precision}(l_i) = \frac{\sum_{i \in \text{recognized}(l_i)} \cap \text{gt}(l_i)}{\sum_{i \in \text{recognized}(l_i)}} \quad (A.5)
\]

\[
\text{micro recall}(l_i) = \frac{\sum_{i \in \text{recognized}(l_i)} \cap \text{gt}(l_i)}{\sum_{i \in \text{gt}(l_i)}} \quad (A.6)
\]

Since we assume that the spatial elements belong to a unique class, then \(\sum_{i \in \text{gt}(l_i)} = \sum_{i \in \text{recognized}(l_i)}\), and consequently the computation of both micro precision/recall metrics gives the same value.
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