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Abstract. Most mobile robots are powered by batteries, which must be
charged before their level become too low to continue providing services.
This paper contributes a novel method based on Reinforcement Learn-
ing (RL) for the autonomous docking of mobile robots at their charging
stations. Our proposal considers a RL network that is fed with images
to visually sense the environment and with distance measurements to
safely avoid obstacles, and produces motion commands to be executed
by the robot. Additionally, since the autonomous docking is in essence
a sparse reward task (the only state that returns a positive reward is
when the robot docks at the charging station), we propose the usage
of reward shaping to successfully learn to dock. For that we have de-
signed extrinsic rewards that are built on the results of a Convolutional
Neural Network in charge of detecting the pattern typically used to vi-
sually identify charging stations. The experiments carried out support
our design decisions and validate the method implementation, reporting
a ∼ 100% of success in the docking task with obstacle-free paths, and
∼ 93% when obstacles are considered, along with short execution times
(10s and 14s on average, respectively).

Keywords: Autonomous docking · Reinforcement Learning · Mobile
Robots · Pattern detection · Reward Shaping · CNN · Unity

1 Introduction

We all take care about the level of charge of our phones, hungrily looking for
a charging point when they are running out battery so we can keep doing pro-
ductive things like chatting or sending emails. The same is the case with mobile
robots, whose landing in fields like education, housekeeping, health care or en-
tertainment is becoming more and more evident, and which require to keep their
batteries charged in order to reliably and autonomously provide their services [1,
2, 3]. For this purpose, a fundamental task is that of docking at the charging
station. During the robot operation, this occurs when the robot’s battery is run-
ning out of charge, or when it is estimated that the battery level is insufficient
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to perform the remaining tasks. At that moment, the robot must initiate the
docking process, which typically consists of the navigation to the area where the
charging station is located, the identification of said station, and the approach
of the robot towards it until docking takes place.

Over the past few years, different techniques have been proposed to detect the
charging station in the environment, typically based on visual information (im-
ages coming from cameras), as well as to guide the robot towards it. In this way,
it is common to see charging stations incorporating some sort of fiducial marker
or pattern to ease their identification (see Fig. 1). Initial works relied on tra-
ditional computer vision techniques for edge segmentation, feature extraction,
template matching, etc., aiming to detect such pattern [4, 5]. However, these
approaches suffer from their high parametrization [6], which turns them into
inflexible techniques prone to fail in presence of changing lighting conditions,
occlusions, etc. Recent visual docking techniques made the move to Convolu-
tional Neural Networks (CNN) [7, 8] in order to detect the pattern. Although
these methods are more robust against challenging conditions, they require the
collection of a vast amount of training data in order to be properly fitted. This,
besides being a tedious and highly time-consuming task, can be difficult to carry
out in specialized domains, as it is the case of pattern detection.

In spite of the technique used to detect the pattern, in order to dock at the
charging station, it is typically implemented a simple algorithm: the robot is
instructed to rotate and align the pattern in the center of the image, and then
to move forward until docking is complete, making the strong assumption that
the path is obstacle-free. An alternative to this approach is the utilization of
Reinforcement Learning (RL) algorithms, which have been explored in recent
works to automate robots’ navigation towards a certain goal using visual infor-
mation (intensity images) as input data [9, 10]. A reward function, needed for
the fitting of RL algorithms, evaluates the action performed by the robot in a
specific state, and returns a number which sign depends on whether the action
it has performed is right or wrong for the task it has been assigned. However, a
common issue that recurrently appears in RL problems is solving sparse reward
tasks, that is, tasks where the amount of states that return a positive reward is
very limited, as is the case of docking at the charging station. Sparse rewards
cause the robot not to acquire the information needed to solve the problem,
resulting in an unreliable operation.

This work contributes a novel method for the autonomous docking of mobile
robots by means of Reinforcement Learning (RL) that deals with the previous
issues. Concretely, this method addresses the sparse rewards problem by con-
sidering a CNN to detect the charging station pattern in RGB images, and the
utilization of those detections to provide extrinsic rewards. This way, the pro-
posed method performs docking by instantiating a RL network that is fed with
RGB images and pattern detection results, and that produces actions to move
the robot (translations and rotations) towards the charging station. We also con-
sider an additional input to this RL network: distance measurements collected
by a radial laser scanner, a sensor typically found in robotic platforms and that
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Fig. 1. Left, charging station for a domestic robot composed of three circles [4]. Middle,
station for a drone consisting of a circle with a cross [11]. Right, a charging station
identified by two QR codes [5].

provides valuable information about the obstacles in the robot surroundings. By
doing so we avoid an obstacle-free path assumption and permit the method to
successfully operate in more challenging environments.

The training of a RL network requires the deployment of the robot in its
working environment to learn by trial-and-error, which demands a long time
to achieve robust results, being crashes also possible. To handle this, we have
resorted to Unity [12], a video game development framework that permitted us
to design realistic virtual environments including robots and charging stations,
and to perform a faster RL network training. Regarding the CNN for pattern
detection, as previously introduced, its training requires a vast amount of data
for fitting a reliable model. In this regard, we propose the utilization of transfer
learning [13] and the fine-tuning of a general model for the detection of the
particular pattern used in each docking scenario (recall Fig. 1). To carry out
such fine-tuning, Unity is also used to generate synthetic training samples in the
form of images including the pattern at hand with different sizes, orientations,
and lighting conditions.

To validate our proposal, we have carried out extensive tests with a replica
of the Giraff Robot [14] (see Fig.2). The robot was commanded to dock at the
charging station, starting from different relative distances and orientations w.r.t.
said station. The performance of our proposal has been compared with other
methods following other typical RL techniques such as behavior cloning [15],
reporting a higher performance. The method implementation is publicly available
at https://github.com/AmbroxMr/UnityMLDocking.

2 The Proposed Method for Autonomous Docking

Fig. 2 shows the pipeline of our proposal. Once the robot triggers the docking
at the charging station task, we resort to a RL network, described in detail in
Sec. 2.1, to produce the motion commands to reach such goal. In this work
we assume that the robot is located in the same room as the charging station,
otherwise a prior navigation to said room would be needed. At a certain time
instant while executing the docking task, the RL network processes the following
input data: an image from an RGB camera for visually sensing the environment,

Draft version, to appear in IWANN 2021: Advances in Computational Intelligence 

https://github.com/AmbroxMr/UnityMLDocking


4 Burgueño-Romero, A.M.

• Pattern center: (x, y)
• Pattern extension (area)

RL network
action

• Translation
• Rotation
• Camera tilt

Pattern detection (CNN)

RGB image

2D laser scan

Pattern detection 
CNN

Fig. 2. Pipeline of the proposed method, where the RL network is in charge of pro-
cessing images, 2D laser scans and pattern detections to produce actions (translations
and rotations) until docking is complete.

distance measurements in the form of a 2D laser scan useful for avoiding obsta-
cles, and the results from a pattern detection CNN (see Sec. 2.3) for facing the
sparse rewards problem (see Sec. 2.2). This way, we consider a common robotic
platform equipped with an RGB camera and a 2D laser scanner. The Giraff
robot, recreated in our experiments, is capable of tilting the camera, but this
is not a requirement for our method to work. The 2D laser scanner could be
also replaced by other sensor or technique that provides distance measurements
such as RGB-D cameras, sonars, stereo-vision systems, etc. With such inputs,
the RL network infers an action (motion command), and the process is repeated
until docking is completed. Specifically, the possible robot actions are translation
(forward/backward), rotation (left/right) and tilt (increase/decrease).

Since we are dealing with RL techniques, it is worth mentioning at this point
the learning environment used for the design and validation of the proposed
method. Typically, for the sake of generality it is preferred the utilization of
environments that randomly change between method executions (different ob-
jects and at different locations, different lighting conditions, different charging
station and initial robot positions, etc.). For doing so we have resorted to the
Robot@VirtualHome tool1 (see Fig. 3), which provides interesting mechanisms
to facilitate working with domestic environments.

2.1 Designing the Reinforcement Learning Network

We have leveraged the Unity ML-Agents Toolkit2 for the design, training and ex-
ecution of the RL network. This open-source toolkit allows us to integrate Unity
and Python, providing implementations of state-of-the-art Reinforcement Learn-
ing algorithms. Concretely, ML-Agents offers an implementation of two popu-

1 https://github.com/DavidFernandezChaves/RobotAtVirtualHome
2 https://github.com/Unity-Technologies/ml-agents
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Fig. 3. Randomized virtual scenarios built by the Robot@VirtualHome tool, used for
the design and validation of the proposed method.

lar RL algorithms: Proximal Policy Optimization [16] (PPO) and Soft Actor-
Critic [17] (SAC).

On the one hand, PPO is an on-policy algorithm which trains a stochastic
policy πθ (A|S), meaning that the policy π is the probability of taking an action
a ∈ A, at state s ∈ S, and the network parameters are θ. It explores by sampling
actions according to the latest version of this policy, which is updated using
intrinsic and extrinsic rewards (adding them). An intrinsic reward determines
the current objective function for the learning agent (a successful docking in our
case) while extrinsic rewards encourage the agent to achieve that goal. In PPO,
new policies use to be close to previous ones, becoming progressively less random
during the training phase.

This policy is trained by means of both intrinsic and extrinsic rewards (rt)
that come from the environment at time step t. This way, the value of the policy
πθ, denoted J(πθ), is the expected discounted sum of rewards obtained by the
robot:

J(πθ) = Eπθ

[∑
t

γtrt

]
(1)

where γ is the discount factor, a hyperparameter that quantifies how much im-
portance is given to the rewards.

Thereby, having the rewards rt from all time steps t within an episode (time
steps between a initial state and a terminal one), it is possible to update the
policy πθ computing the gradient of the value J with respect to the policy
parameters θ:
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∇θJ(πθ) = Eπθ

[∑
t

(γtrt)∇logπθ(at|st)

]
(2)

On the other hand, SAC is an off-policy algorithm that add an entropy
measure of the policy into the reward to encourage exploration. The idea in
this case is to randomly learn a policy that is able to succeed in the assigned
task. During the method design phase we have considered both PPO and SAC
alternatives in order to choose the most appropriate one for the problem at hand.
This analysis is reported in Sec. 3.2.

In spite of the applied RL learning algorithm, the utilization of a reward
function is required. In this work it has been defined with positive signals when
the robot completes a docking.

2.2 Dealing with the Problem of Sparse Rewards

The task at hand, the autonomous docking of mobile robots, tends to be a sparse
reward task. This is due to the fact that the robot only receives a positive reward
just when a successful docking is achieved. However, this is an uncommon situa-
tion if the robot starts the training phase without any prior information. Sparse
reward tasks have been an important subject of research [18, 19]. A solution
to this problem is reward shaping, which consists of adding extra rewards ob-
tained from the environment. Recently, new solutions have explored alternatives
to adding new rewards obtained by sensing the environment. One of these is be-
havioral cloning [15], which aims to learn from demonstrations of a real person
controlling the robot towards the target. Another is curriculum learning [18],
which begins the training phase considering a very relaxed version of the prob-
lem, getting more complex over time until the robot can solve the initially given
task.

As a novelty, our proposal considers a reward shaping solution consisting of
the addition of new extrinsic rewards taking advantage of the visual information
the robot receives, as well as pattern detection methods. This concept is put into
practice by modeling a Convolutional Neural Network that detects the position
and extension of the charging station pattern in the image.

Thus, an extrinsic reward(·) function has been defined, which evaluates the
orientation of the detected pattern w.r.t. the camera and its proximity. The
former is related to the difference between the center of the pattern C = (Cx, Cy)
and the center of the image, while the latter is rated by the area A of the
bounding box containing the pattern in the image: a large area means a close
pattern and vice versa. The defined function is as follows:
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extrinsic reward(C, Is, A) =
erx(C, I) + ery(C, I) + erz(A)

Maxs ∗ 9
(3)

erx(C, I) =
−|Cx − Iw/2|

Iw/4
+ 3, ery(C, I) =

−|Cy − Ih/2|
Ih/4

+ 3

erz(A) =
A ∗ 3

Maxa

being Is = (Iw, Ih) the image size, Maxs the number of maximum steps per
episode, and Maxa the maximum possible area of the pattern projected on the
image. Notice that these parameters play a normalization role. The functions
erx(·) and ery(·) are similar, mapping the distance between the center of the
pattern and the center of the image, to the range [1, 3] in both the x and y axes.
In its turn, erz(·) maps the distance between the robot and the docking station to
the range [0, 3] according to the area of the pattern appearing in the image. This
way, this extrinsic reward function provides signals from 2/(Maxs ∗ 9) (pattern
detected in the corner of the image and far away) to 1/Maxs (accomplished
docking). Additionally, a negative reward of −1/Maxs is provided when the
pattern is not detected, encouraging the agent not to lose sight of the pattern too
long. The normalization carried out considering Maxs pursuits the moderation
of this extrinsic reward so it does not totally govern the learning process.

2.3 The Pattern Detection Network

In order to detect in images the pattern of the charging station, we propose
the utilization of a CNN. These networks exhibit a great performance while
detecting objects in images, although they require a heavy training phase that
needs, among others, a vast repository of training data. Moreover, they require a
fine-tuning to detect specific objects, as is the case of charging station patterns.

To face these issues we propose exploiting transfer learning, along with the
generation of synthetic data for fine-tuning the model. For doing so, we relied
on the Unity’s Perception3 package, which implements a toolkit for generating
large-scale datasets. Using this toolkit, synthetic images and their ground truth
can be generated, whether for 2D object detection, class segmentation or pose
estimation (among others). Additionally, it is possible to model the random-
ization of different parameters in the environment where the synthetic images
generation takes place, as is the case of lighting conditions, colors and textures
of objects, etc. (see Fig. 4). Sec. 3.1 describes the generated dataset in this work.

Regarding transfer learning, this entails the selection of an initial network
architecture pre-trained on an extensive dataset to enable the creation of a gen-
eralized model [13]. Then, modifications to the pre-existing model are done to
fine-tune it for the problem at hand, which includes the utilization of the syn-
thetically generated data for further training the network. Notice that this step

3 https://github.com/Unity-Technologies/com.unity.perception
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Fig. 4. Batch of synthetic data for the pattern considered in this work, used for the
fine-tuning of the CNN. It is composed of 2 images and its ground truth. Lighting,
colours, textures, rotation and scale are randomized parameters.

needs to be done out of Unity. Although we have employed PyTorch, there are
other valid alternatives as Caffe, Tensorflow, etc. Once the network has been
trained, Unity permits to import models in the common .onnx format by means
of Barracuda4, a lightweight cross-platform Neural Networks inference library.

3 Evaluation

3.1 Implementation Details

The main two decisions to be made in the method implementation are both
the RL network and the pattern detection CNN to be used. The network im-
plemented in the Reinforcement Learning algorithm is the CNN architecture
proposed by Mnih et al. [20], consisting of three convolutional layers followed by
two fully-connected layers with a single output for each valid action.

Regarding the pattern detection CNN, as introduced in Sec. 2.3, in this
work we resorted to transfer learning and the Faster R-CNN model with a
MobileNetV3-Large FPN backbone as initial network architecture. Said network
was pre-trained on Imagenet, a widely used repository of data large enough (1.2M
images) to create a generalized model. The fine-tuning of this method was car-
ried out using a synthetic dataset consisting of 2000 images with approximately
5 patterns appearing in them, which are accompanied by their respective ground
truth (patterns’ bounding boxes), as shown in Fig. 4.

It is also worth mentioning the pattern chosen to identify the charging station,
composed of three dark circles in a row over a white rectangle. This pattern has
proven to be discriminant enough to be distinguished from other objects in most
domestic scenarios, unequivocally identifying the charging station [4]. However,
other geometric patterns or even QR codes could be used.

4 https://github.com/Unity-Technologies/barracuda-release
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3.2 Analysis of RL alternatives

To discern which reinforcement learning algorithm use, SAC or PPO, we ana-
lyzed the resources required by each one for training a RL network. SAC de-
mands much more RAM due to the experience buffer it requires, which collects
experiences during the training phase. In the context of this work, this becomes
unfeasible due to the high size of visual observations. As a consequence, although
SAC takes much fewer episodes to teach the robot to dock at its charging base,
each iteration is significantly slower than in PPO. These are some of the reasons
why it has been decided that PPO is more optimal for this particular problem.

Moreover, we have analyzed the evolution of two different learning metrics
when considering three different RL methods: PP0, PP0 + Behavior cloning,
and PPO + Extrinsic rewards (our proposal). For that, these methods have
been in a 350k steps training phase each one during approximately 3 hours and
a half, using a GPU Nvidia GeForce GTX 1660 Super. During the execution
of these training phases they were computed the average scores of the episodes
completed each 10k steps (the maximum length of an episode is 5k steps), as
well as the length of those episodes measured in steps. Fig. 5 shows the obtained
results. As evidenced by the evolution of the average score obtained by the
PPO method, the sparse rewards problem appears. This is due to the robot
not consistently getting positive rewards over time, leading in the long term to
random movements or even to the robot standing still, not achieving a significant
score improvement. When behavior cloning [15] (BC) is considered, a decent
score is achieved quickly. However, after some time improvement is no longer
happening, as the algorithm is overfitting to the behavior provided in the demo,
which normally does not include all possible cases. Finally, our proposal keeps
improving longer, converging to a score slightly higher than 1. This reward is split
into 1 point when docking is successful (provided as intrinsic reward), and a small
reward for looking at the pattern every step (provided as extrinsic reward). As it
can be observed, during the very first episodes (until 25k steps), the robot gets

Fig. 5. Average score and episode length (expressed in batches of size 10), computed
from the episodes completed in batches of 10k steps, in a 350k steps training phase for
PPO, PPO + BC and our proposal.

Draft version, to appear in IWANN 2021: Advances in Computational Intelligence 



10 Burgueño-Romero, A.M.

negative rewards. We argue that this changes once the algorithm detects that
keeping the pattern in sight gives positive rewards. Between 25k and 50k steps,
the robot learns that if it gets closer to the pattern, rewards are higher. This
happens until the robot actually docks successfully, obtaining a huge reward (1
point) and having little room for improvement. From step 175k, the robot is able
to perform autonomous docking, hence converging faster than the competitors.

Regarding the evolution of the length of the episodes for the different methods
(right part of Fig. 5), we can see how it remains almost horizontal for PPO,
while PPO + BC and our proposal experiment a decrease in said length when
the training phase progresses. This is because as both methods are trained, the
robot performs the docking in less steps.

3.3 Performance Results

We have evaluated the performance when carrying out docking for two methods:
PPO + Behavior cloning and PPO + Extrinsic rewards. The PPO method is
omitted, since the resultant RL network was unable to accomplish docking. For
this test two different scenarios have been considered: one with obstacle-free
paths, and other one with objects placed at random locations between the robot
and the charging station. A total of 3000 autonomous docking tasks were carried
out in each scenario, giving 100s to the robot to complete each one. For each task
execution they were recorded: the robot initial position and orientation w.r.t. the
charging station, the execution time and the docking success.

In the obstacle-free scenarios, our proposal achieved a performance of 99.8%
successful docking tasks, resulting in a highly reliable method. Regarding the
execution time, it was low: ∼ 10s on average. In its turn, the PPO + Behavior
cloning method reached a 64% of success with an execution time of ∼ 12s.

As for the scenarios containing obstacles, the results achieved by these meth-
ods are shown in Fig. 6. In this figure, the task executions are grouped according
to the initial position and orientation of the robot w.r.t. the charging station,

Fig. 6. Average success (expressed as a percentage) when docking at the charging
station according to the initial robot distance and orientation w.r.t. said station using:
PPO + Behavior cloning (left) and PPO + Extrinsic rewards (right).
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aiming to measure how they affect docking. As can be seen, in both cases the
robot has a similar success rate regardless of the initial orientation, but the dis-
tance has a remarkable effect in our method: the performance is quite high for
low distances, it slightly decreases for medium distances, and increases again for
larger ones. This can be due to the fact that with a larger distance, it is more
probable for the robot to avoid the obstacle. Regardless of this, the average
performance of our method is quite superior to the one using BC, a ∼ 93% of
successful docking tasks versus a ∼ 59%.

Regarding execution times, they are not affected by the initial orientation,
but they tend to increase with growing distances with both methods. The re-
ported averaged times were similar: 17s for BC and 14s for our proposal.

4 Conclusions and future work

This work has presented a novel method for performing the autonomous docking
of mobile robots using a Reinforcement Learning (RL) network. An innovative
way to face the sparse reward problem is presented, which considers reward
shaping. This consists of providing extrinsic rewards to the RL network, which
are built on the output of a Convolutional Neural Network (CNN) in charge of
detecting the pattern identifying the charging station. We dealt with the problem
of fitting a CNN for detecting a specific pattern by means of transfer learning and
synthetic training data generation. This way, the RL network is fed with: images
that visually sense the environment, distance measurements for perceiving and
avoiding obstacles, and the extrinsic rewards, and produces actions to be carried
out by the robot (translations and rotations) in order to accomplish docking.
The method has been designed and validated using different tools from Unity.
An extensive evaluation has been made, where our proposal achieved a success
of ∼ 100% and ∼ 93% in obstacle-free and cluttered paths, respectively, also
showing short execution times (10s and 14s, respectively).

In future work, we plan to connect Unity with the popular Robot Operating
System (ROS) using the ROS-TCP-Connector package.
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